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Introduction
Deep RL has gained a lot of success lately in the  
domains of finance, robotics, multi-agent video games, 
and text summarization. In this project we are 
comparing advanced RL algorithms such as DQN, 
DDQN, Actor-Critic, and PPO on OpenAI Lunar Lander 
environment. 

Components of RL
• Environment, Reward signal and Agent
• The agent further contains agent state, policy, 

value function (probably), model (optionally).
Conclusion
The project implemented various Deep RL algorithms and 
achieved the results as shown in the graph above within 
the range of 1000 episodes.
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Proximal Policy Optimization (PPO)

Advantage Actor-Critic Methods 

LunarLander Environment

State-Action Value Function:

Advantage Function:

Q-Learning

Deep Q Network (DQN)
● Traditional Q Learning requires a large state space 

depending on the amount of states and actions.
● This is where DQN improves upon where we train a neural 

network to predict the actions rather than storing them.

Double DQN (DDQN)

For our experiments 
we have been working 
with LunarLander 
deterministic 
environment from 
OpenAI. The 
environment consists 
of 4 actions.

● Model-free reinforcement learning algorithm
● Goal - learn a policy, which tells an agent what action to 

take under what circumstances. 
● it can handle problems with stochastic transitions and 

rewards, without requiring adaptations.


